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Software is Eating the World* 

In 2001, 62% of VC  investments  were 
in software companies, compared to 
72% today 

‘Tipping Point’ Technologies Will Unlock 
Long-Awaited Industry Scenarios 

*Marc Andreessen WSJ, Aug. 20, 2011 

Cloud	
  

Intelligent	
  
Analy0cs	
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Disruption in Industrial Market 

New opportunities emerging…enabled by technology, and driven by mega trends 
Rising customer expectations in both cost & complexity reductions 
Accelerating pace of Software innovation…real-time capabilities 
New competitive threats and challenges…and new business models  

2000 

2005 

NOW 

INDUSTRY 
Communications: 
Telco’s and Cable 

Consumer: 
Retail 
Media 
Gaming, 
Advertising 

Industrials: 
Energy 
Healthcare 
Aviation 
Mining 
Transportation 
… 

TRANSFORMATION ANALOG INDUSTRY DIGITAL INDUSTRY 
 

Data Transmission Landline  
POTS & MCI 

Mobile Internet 

Transactions & Interactions Stores – Music, Book, 
DVD & Tower Records,  
Borders, Blockbusters 

iTunes 
Kindle 
Online Media 

Sensing 
Analytics 
Control & collaboration 

Analog products 
Manual processes 
Limited use of 
sensors & software 

HC – telemedicine, digital 
health records, medical 
devices 
 

Aviation – integrated 
modular avionics 
 

Energy – smart grid,  
smart buildings 

First movers & fast followers win 

Digital industry transformation trends 
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Forces Shaping the Future 
GE is a company that builds the machines that make the world work and has 
access to and deep understanding of the information that can make them work 
better 

Internet 1. Intelligent  
Machines 2. Big Data 3. Analytics 4. 

Hyper-connectivity: a 
living network of 
machines data and 
people 
 

Internet of things:  
more devices tap into 
the Internet than  
people on Earth to  
use them 

Increasing system 
intelligence through 
embedded software 
 
Rise of machines: 
networked devices 
overtook the global 
population in 2011 

Generating data-driven 
insights 
 
Enhancing asset 
performance by 
detecting & predicting 
forecasts 
 
Algorithms on installed 
base 

Democratization of 
data 
 
Data overload: 2.5 
quintillion bytes of 
data created every 
day 
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vs. 

* Note: Assumes operational gas turbines (generating units only) >50MW are equipped with Blade Health Monitoring capabilities 

Scale of Industrial Internet 
Social media versus electric generating power source 

enabling social connections 
80 588 

enabling capital asset productivity 

2012 Twitter Usage Gas Turbine Compressor Blade  
Monitoring potential* 

Gigabytes per day Gigabytes per day 

Data volume potential is 7x greater from a gas                
turbine than current Twitter usage 
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Value of Data & Analytics 
Monitor fleet of ~25,000* engines ... 3.6MM flight records/month  

ü  Dispatch reliability 
ü  Preventive 

maintenance  
ü  Asset utilization 

Prognostics 

Prevent failures =  
customer efficiency 

B777 

Drives strong alignment with 
customers 
Creates productivity in long-term 
service agreements  
Value-added services fuels growth 

= 

ü  Time & space 
management 

ü  Fuel efficiency 
ü  Airspace capacity  

System & Optimization 

Integrated systems = 
value-added services 

DATA 

90,000 flight records 
analyzed 

~200 parameters per 
flight record  

~18MM parameters  
per month 

ü  Enhanced service 
offerings  

ü  Airline cost structure  
ü  Fuel performance  

Asset Productivity 

Streamline operations = 
increased airline productivity  

GE90 

+ 

* Includes GE & joint-venture engines with CFM and Engine Alliance. CFM is 50/50 JV with SNECMA. Engine Alliance is 50/50 JV with Pratt & Whitney  
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  The Hyper-Connected infrastructure 

Move from “reactive”  
to “proactive” 
 

 

The Industrial Internet 
Intelligent Information Intelligent Collaboration Intelligent Machines 

Improved  
responsiveness 
 

 

Tracking performance & 
accuracy in real-time 
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GE Internal!

Data 
Scientist 

Develops Algorithms 
and models to crunch 
data 

Subject 
Matter Expert  

Engineer with technical 
expertise & domain 
knowledge 

Composer 

Expert at combining 
algorithms and analytics, 
machine requirements and 
data feeds into “methods” 

Application 
Developer 

Developer integrates a method 
into a production environment or 
builds a specific using a method 

Make analytics scalable & repeatable 
 

Accessible & amenable: empower 
different users  
 

Speed up learning process, discover 
what we don’t know 
 

Deploy analytics into applications & 
processes 

GE Analytics Cloud 

Ecosystem for collaborative analytics development 
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Software & Analytics Strategy 
Core technologies to drive productivity… 

Real	
  Time	
   Physics	
  
Historical	
  
Data	
  

Data	
  
Analy0cs	
  

Remote	
  monitoring	
  &	
  
diagnos@cs	
   - • ••• • 

Controls/sensors	
   • •• • • 

Performance	
  op@miza@on	
   •• ••• •• •• 

Usage	
  based	
   - ••• ••• ••• 

Build solid foundations in 
every business 
 
GE’s advantage…  
 
Customer productivity & 
operational flexibility 

When to inspect,   when to repair, 
how to operate. 

GE expertise 

Note: dots represent level of importance & difficulty 
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Big Challenges Are Our Future 
5 multi-disciplinary R&D centers 
40k engineers worldwide 
3k research team 
8k software developers 

 

500 Industrial Internet experts 
150 Data Scientists  
Over $5B in R&D spend 
 

“I	
  find	
  out	
  what	
  the	
  world	
  needs…	
  
Then	
  I	
  proceed	
  to	
  invent	
  it.”	
  	
  

	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  -­‐	
  Thomas	
  Edison	
  

•  Over 1,200 engineers 
•  R&D Headquarters  
•  Software Sciences & Analytics 

Niskayuna: New York  

Over 1150 engineers 
 

Leading ICFC efforts 
 

Connected to innovation centers 

China Technology Park: Shanghai 

Over 4,200 engineers 
 

First global site…1999 
 

Growing emerging markets 

John F. Welch Technology Center: Bangalore 

Over 400 engineers 
O&G, transportation focus 
Customer & university relations 

Over 170 engineers 
 

Located on tech campus (TUM) 
 

Clean, distributed energy focus 

Global Research Europe: Munich 

Brazil Technology Center: Rio de Janeiro (2013) 
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Tapping the world’s most important information is the science of work 

The Next Chapter: Software COEs 
 

Building a Silicon Valley presence 
Focused on software & analytics 
190 employees hired in 12 months  
Targeting 1000 staff  

Shared services 
GE digital architecture for industrial solutions  
Expertise: user experience, cloud, analytics 

Award winning facility 
Gold LEED 
Open architecture: consolidation opportunity  
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What this means? 
•  Disrup@on	
  is	
  occurring	
  in	
  every	
  industry	
  –	
  Analog	
  to	
  Digital	
  

Industries	
  
	
  

•  SoSware	
  coupled	
  with	
  new	
  processing	
  architectures	
  are	
  the	
  
enabler	
  for	
  these	
  digital	
  industry	
  architectures	
  

	
  

•  Future	
  of	
  soSware	
  is	
  in	
  analy@cs	
  that	
  drive	
  meaningful	
  &	
  real-­‐
@me	
  insight	
  

	
  

•  R&D	
  is	
  cri@cal	
  to	
  lead	
  the	
  change:	
  not	
  just	
  new	
  products	
  but	
  new	
  
solu@ons,	
  systems	
  &	
  industry	
  architectures	
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Kim Stevenson 
Vice President 

Chief Information Officer 
Intel Corp. 

Uncovering Hidden Business Potential  
Through Big Data And Analytics 



 
IN A NEW ERA 

OF 
COMPUTING 



 

From Era of IT Productivity... 

…To Era of Business Productivity 
Source:  IDC 
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 Making Sense of Data to 
UNLOCK THE POTENTIAL 



 

THE RECIPE 
for Insights 

Identify The Info 
Synthesize It 

Ask The Right Questions 
 

Results in a Valuable 
Outcome 



 
Examples Can Be  

Found Across  
Multiple Functions 

Sales and Marketing 

Manufacturing 

Supply Chain 



 

Channel 
Reseller 



 
Intel Inside  

Fraud prevention 



 

Post-silicon 
Validation 



 

Spare Parts 
Forecasting 



 

Challenges and 
Opportunities 

External Data 
Data Visualization 
Skills Development 



 

Summary 
Follow the Recipe 

Focus on Key Business Problems 
Get Started 

Data & Predictive Analytics are the 
key to Unlocking the Potential 
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Smarter Decision Making 
Leverage Big Data to Gain New Actionable Insights 
 
Anjul Bhambhri 
VP, Big Data, Information Management, IBM 
 

Nov, 2012 
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2+ 
billion 

people on 
the Web 

by end 
2011  

30 billion RFID 
tags today 

 (1.3B in 2005) 

4.6 
billion 
camera 
phones 

world wide 

100s of 
millions 
of GPS 

enabled 
devices 

sold 
annually 

76 million smart 
meters  in  2009… 
 200M by 2014  

12+ TBs  
of tweet data  

every day 

25+ TBs of 
log data every 

day 

? 
TB

s 
of

 
da

ta
 e

ve
ry

 d
ay

 
Where is big data coming from? 

2 



© 2012 IBM Corporation 

Big Data (4Vs): This is just the beginning 
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Percentage of uncertain data 
needs to be addressed 
(Veracity) 

P
ercent of uncertain data 
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80 
 
 
60 
 
 
40 
 
 
20 
 
 
0 

Sensors  
& Devices 

VoIP 

Enterprise 
Data 

Social 
Media 

You are 
here 

Increase in Variety, Volume and 
Velocity 
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Big data objectives 

Customer-centric outcomes 

Operational optimization 
Risk / financial management 

New business model 

Employee 
collaboration 

Improving customer experience 
by better understanding 

behaviors drives almost half of all 
active big data efforts followed by 

Operational Optimization 

Realizing a competitive 
advantage 

63% 

58% 

37% 

2012 

2011 

2010 
70% 

 increase 

Nearly two out of three 
respondents reports realizing a 
competitive advantage from 

information and analytics 

Big data activities 

Three out of four organizations 
have big data activities 

underway; and one in four are 
either in pilot or production 

www.ibm.com/2012bigdatastudy 

IBM Institute for Business Value and the University of Oxford Saïd Business School 

Benchmark of Global Big Data Activities (Oct 2012)  

4 
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More Mission-Critical Apps Ride on Big Data Platforms    

• Integrate and manage the full variety, 
velocity and volume of data 

• Apply advanced analytics to 
information in its native form 

• Visualize all available data for ad-hoc 
analysis and discovery 

• Development environment for 
building new analytic applications 

• Integration and deploy applications 
with enterprise grade availability, 
manageability, security, and 
performance 

5 
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The new era of analytics delivers value across the enterprise 

GPS 

External Data 

Customer Service 
Representatives 
...offer personalized 
price promotions to 
different customer 
segments in real-time 

Business Development 
... find and deliver new 
mechanisms to monetize 
network traffic and partner 
with upstream content 
providers 

Network Operations 
...identify network bottlenecks in real-
time for faster resolution 

Executive Leaders 
...get real-time reports and analysis 
based on data inside as well as 
outside the enterprise (web, social 
media etc.) 

Business Analysts 
... analyze social media buzz 
for the new services/offerings 
to gauge initial success and 
any course correction needed 

Finance 
...analyze all Call Detail Records 
(CDRs) to identify and reduce 
revenue leakage due to unbilled 
/ underbilled CDRs Marketing  

... analyze subscriber usage pattern 
in real-time and combine that with the 
profile for delivering promotional or 
retention offers 6 
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Vestas optimizes 
capital investments 
based on 2.5 
Petabytes of 
information. 

• Model the weather to optimize 
placement of turbines, 
maximizing power generation 
and longevity. 

• Reduce time required to identify 
placement of turbine from weeks 
to hours. 

• Incorporate 2.5 PB of structured 
and semi-structured information 
flows. Data volume expected to 
grow to 6 PB. 

7 
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• Optimize building energy consumption 
with centralized monitoring  

• Automate preventive and corrective 
maintenance 
 

Capabilities Utilized: 
• Streaming Analytics 
• Hadoop System 
• Business Intelligence 

Applications: 
• Log Analytics 
• Energy Bill Forecasting 
• Energy consumption optimization 
• Detection of anomalous usage 
• Presence-aware energy mgt. 
• Policy enforcement 

Cisco turns to IBM big 
data for intelligent 

infrastructure 
management 

8 
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Dublin City Centre Increases 
Bus Transportation 

Performance 

9 

• Public transportation awareness solution 
improves on-time performance and provides 
real-time bus arrival info to riders 

• Continuously analyzes bus location data to 
infer traffic conditions and predict arrivals 

• Collects, processes, and visualizes location 
data of all bus vehicles 

• Automatically generates transportation 
routes and stop locations 
 

Results: 
• Monitoring 600 buses across 150 routes  
• Analyzing 50 bus locations per second 
• Anticipated to Increase bus ridership 

 
 

Capabilities Utilized: 
 Stream Computing 
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Asian telco reduces  
billing costs and 
improves customer 
satisfaction. 
Capabilities: 

Stream Computing 
Analytic Accelerators 

 

Real-time mediation and analysis of     
6B CDRs per day 

Data processing time reduced from     
12 hrs to 1 sec  

Hardware cost reduced to 1/8th 
Proactively address issues  

(e.g. dropped calls) impacting customer 
satisfaction. 
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Jan 1 

5pm 6pm 7pm 8pm 

Super Bowl 

Monitoring Period 

• 1.1B tweets  
• 5.7M blog and forum posts 
• 3.5M relevant messages 
• 97K referencing Product_A 
• 18K referencing Product B 

• Buzz and sentiment 
• Gender, Location and Occupation 
• Fans 
• Intent to in purchase  
• Specific attributes of products 

Data Set Information extracted 

Feb 5th 

9pm 10pm 11pm 

To-the-minute and historical product insight 
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Big Data Platform and Application Framework 

Gather, extract and 
explore data using 

best of breed 
visualization  

Speed time to value 
with analytic and 

application 
accelerators BI / 

Reporting
  

BI / 
Reporting 

Exploration / 
Visualization 

Functional 
App 

Industry 
App 

Predictive 
Analytics 

Content 
Analytics 

Analytic Applications 

IBM Big Data Platform 

Systems 
Management 

Applications & 
Development 

Visualization  
& Discovery 

Analyze streaming 
data and large data 
bursts for real-time 

insights 

Govern data quality 
and manage 

information lifecycle 

Cost-effectively 
analyze  

petabytes of 
structured and 
unstructured 
information 

Deliver deep insight 
with advanced  

in-database analytics 
and operational 

analytics 

Accelerators 

Information Integration & Governance 

Hadoop 
System 

Stream 
Computing 

Data 
Warehouse 

Contextual 
Discovery 

Index and federated 
discovery  for 

contextual 
collaborative insights 

12 
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Big Data Platform – Internet Scale Analytics 

Enterprise Capabilities 

Administration & Security 

Workload Optimization 

Connectors 

Open source  
components 

Advanced Engines 

Visualization & Exploration 

Development Tools 

IBM-certified  
Apache Hadoop  or 

Platform Capabilities 
– Built-in analytics  

• Text analytics engine, annotators, Eclipse tooling  
• Interface to project R (statistical platform) 

– Deep integration with enterprise software stack 
– Analytical tool for analysts  
– Ready-made business process accelerators  
– Integrated installation of supported open source 

and other components 
– Web Console for admin and application access 
– Platform enrichment: additional security, 

performance features, . . .    
– World-class support 
– Full open source compatibility 
 

Business benefits   
– Quicker time-to-value due to IBM technology 

and support 
– Reduced operational risk 
– Enhanced business knowledge with flexible 

analytical platform 
– Leverages and complements existing software 

Other Hadoop 
Distributions 

13 
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Massively Scalable Stream Analytics 

Linear Scalability 
• Clustered deployments – 

unlimited scalability 

Automated Deployment 
• Automatically optimize operator 

deployment across clusters 

Performance Optimization 
• JVM Sharing – minimize 

memory use 
• Fuse operators on same 

cluster 
• Telco client – 25 Million 

messages per second 

Analytics on Streaming Data 
• Analytic accelerators for a 

variety of data types 
• Optimized for real-time 

performance 

Visualization 

Streams Runtime 

Deployments 

Sync 
Adapters 

Analytic 
Operators 

Source 
Adapters 

Automated and 
Optimized 
Deployment 

Streaming Data 
Sources 

Streams Studio IDE 

14 
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Deep Analytics Appliance – Revolutionizing Analytics 

Purpose-built analytics appliance 

Speed:  10-100x faster than  
 traditional systems 
 

Simplicity: Minimal administration 
      and tuning  
 

Scalability:  Peta-scale user data 
        capacity 
 

Smart:  High-performance  

               advanced analytics 

Dedicated High 
Performance 
Disk Storage 

Blades With  
Custom FPGA 
Accelerators 

15 
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New classes of applications for end-users 

A
pplication Fram

ew
ork 

Real Time 
Analytics 

Internet Scale 
Analytics 

In-Database 
Analytics 

Federated 
Discovery 

Navigation  
and Visualization 

16 

Enterprise Data 
Connectors 
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Emerging Pattern of Big Data Implementation 

Ingest 

  Landing and Analytics Sandbox Zone 

Indexes, 
facets 

Hive/HBase 
Col Stores 

Documents 
In Variety 
of Formats 

Analytics 
MapReduce 

Repository, Workbench 

Ingestion and Real-time Analytic Zone 

Data 
Sinks 

Filter, Transform 
Ingest 

Correlate, Classify 

Extract, Annotate 

Warehousing Zone 

Enterprise 
Warehouse 

Data Marts 

Query 
Engines 
Cubes 

Descriptive, 
Predictive 
Models 

Models 

Widgets 
Discovery, 
Visualizer 
Search 

Analytics and 
Reporting Zone 

Metadata and Governance  Zone 

17 

C
onnectors 

http://www-01.ibm.com/software/analytics/business-intelligence/images/dashboarding.jpg
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IBM’s Big Data Business Partner Ecosystem 

CC&G Partners 

180+  
Big Data  

Business Partners 

19 
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Thank You!  



Analytics on Big and 
Small Data 
Tom Davenport 
UC Berkeley 
November 1, 2012 



A Bright Idea ‒ Analytics on Small and Big Data 

It works for: 

• Old companies (GE, P&G, Marriott, American Express) 

• Middle-aged companies (Capital One, Google, Ebay, Netflix, etc.) 

• New companies (Quid, Recorded Future, Kyruus, GNS Healthcare, 
and a host of Silicon Valley and Boston companies you don’t know) 

• Technology companies (SAP, HP, Teradata, EMC, IBM, etc.) 

2 



The Analytical DELTA (Small Data, but Relevant to Big) 

Data . . . . . . . . breadth, integration, quality, novelty 
Enterprise . . . . . . . .approach to managing analytics 
Leadership . . . . . . . . . . . passion and commitment 
Targets . . . . . . . . . . . first deep, then broad 
Analysts . . . . . professionals and amateurs 

3 



The Rise of Big Data 

What is it? 
• Data that’s too big (petabytes), too unstructured 

(not in rows and columns), or too diverse 
(mashups) to be stored and analyzed by 
conventional means (also relative) 

Where does it 
come from? 

• Internet/social media 

• Genomic analysis 

• Voice and video 

• Sensors everywhere 

What is to be 
done with it? 

• Structure, classify, and count it 

• Then analyze it (just as you would small data) 

4 



What’s Different About Big Data? 

The need for 
continuous flows 

of data, not stocks 

• Stocks may be useful to develop models, but 
big data eventually requires a continuous 
process of analysis on moving data 

Data scientists,  
not analysts 

• IT “hacking” abilities in addition to the usual 
analyst attributes 

• Scientific and exploration focus 

• Closer to the product or process 

New ways of 
deciding and 
acting on it 

• It just keeps on coming, so have to establish 
ongoing processes to manage or decide on it 

5 



What’s Different About Big Data? (cont.) 

New technologies 
to manage it 

• Filtering, structuring, and classification 
tools – MapReduce, Hadoop, etc. 

• Content analytics tools--NLP 

• Data redundancy 
management 

• Cloud analytics 

• Machine learning 

• Open source everything, including R (it’s 
capable, it’s free, and that’s what everybody 
coming out of school wants to use) 

 

 

 
6 



The Rise of the Data Scientist 

Hybrids 

• Half analytical, with modeling, statistics, and experimentation skills 
• Half focused on data management ‒ extraction, filtering, sampling, 

structuring 
• Lots of programming skills ‒ Python, Ruby, Hadoop, Pig, Hive 

Scientific 

• Experimental physicists 
• Computational biologists 
• Statisticians with dirty hands 
• Ecologists, anthropologists, psychologists, etc. 

Impatient 

• Try something and iterate 
• Don’t wait for a data person to get your data 
• “We’re a pain in the ass” 
• Job tenure is short 

Ground-
breaking 

• “Nobody’s ever done this before” 
• “If we wanted to deal with structured data, we’d be on Wall Street” 
• “Being a consultant is the dead zone ‒ too hard to get things 

implemented” 
• “The output should be a product or a demo ‒ not a report” 

7 



The Rise of Data Scientists and Analysts 
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Some Use Cases for Big Data 

• Social media analytics ‒ ”People You May Know” at 
LinkedIn 

• Voice analytics  ‒  Call center triage 

• Text analytics  ‒  Voice of customer,  
sentiment analysis, warranty analysis 

• Video analytics  ‒  Intelligence, policing, retail 
applications 

• Genome data  ‒  what genetic profiles are associated 
with certain cancers? 

9 



Big Data at eBay 

“Analytics platform,” with heavy focus on testing 
 40 petabytes of storage in Teradata EDW, with hundreds of  
 “virtual data marts”—and much more in Hadoop clusters 
 50 new terabytes per day 

Platform includes: 
 Hadoop and MapReduce for image similarity networks 
 R for statistical analysis 
 User-developed apps described in “Data Hub” 

10 



Big Data at GE 

 New $2B corporate center for software and analytics 
 Hiring 400 data scientists—200 already on board 

 Includes financial and marketing applications, but with special 
focus on industrial uses of big data 
 When will this gas turbine need maintenance? 

 How can we optimize the performance of a locomotive? 

 What is the best way to make decisions about energy finance? 

11 



Big Data at EMC 

 Bought Greenplum, a big data appliance vendor, in 2010 
 Realized that data scientist availability would be gating factor in 

big data capabilities 
 Developed a big data analytics course for employee and 

customer consumption 
 Using early graduates to examine probability that product 

innovation ideas will succeed 

12 



Big Data at Quid 

 Small startup, but working with big organizations 
 Works to map the structure of technology ideas, 

funding, and product breakthroughs using 
primarily Internet data 
 e.g., opportunities at intersection of biopharma, 

social media, gaming, and ad targeting 

 Works with major IT vendors and governments; 
beginning to work with strategy consulting firms 

13 



Big Data and Small Data Analytics ‒ How Do They Compare? 

Relationships 

 
• Big data is often external, small data often internal 
• Big data is often part of a product or service, small data is 

used to manage 
 

Focus 

Technologies 

 
• Big data and small data analysts require good relationships 
• But relationships are different: product managers and 

customers for big data analysts; internal managers for small 
data analysts 

• Big data requires data management (Hadoop, Pig, Hive, Python) 
• Analysis in visual (Tableau, Spotfire), open-source (R) tools 

• Small data requires less data management ‒ SQL is sufficient 
• Analysis in BI (BO, Cognos, Qlikview) or statistical (SAS, SPSS) tools 
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Flies in the Big Data Ointment 

• Labor intensive, and labor expensive 

• “Not much abstraction going on here” 

• Big data = small math 
• Step 1 is just getting the data counted 
• Step 2 is providing nice visualizations of it 
• Step 3 will be doing real analytics on it 

• Lots of interfaces and integration necessary 

• Technologies and people will be easier if you can wait 
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Elements in Common: Leadership 

Gary Loveman at Caesars 
• “Do we think, or do we know?” 
• “Three ways to get fired” 

 
Jeff Bezos at Amazon 
• “We never throw away data” 
 
Reid Hoffman at LinkedIn 
• “Web 3.0 is about data” 

 

“Our CEO is a real 
data dog” 

Sara Lee 
executive 
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Elements in Common: Getting Much Faster! 
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In-memory analytics 
• HANA from SAP 
 
High-performance analytics 
• From 19 hours to 19 minutes to 

optimize prices for all categories at 
Macy’s 

 
In-database processing 
• Propensity scoring for all customers in 

seconds, not weeks, at Cabela’s 

 



Elements in Common: New Analyst Skills 

“Tell a story 
with data” 

“Be courageous” 

“Help to 
frame 

the 
decision” 

“Build a rapid prototype” 



Turn It On! 
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• Make sure your leaders are on board 

• Figure out your targets 

• Build, buy, or borrow the people you need 
• Assess your technology 

• Improve some decisions or some products 
and services! 



BIG DATA AT EBAY 

Hugh E. Williams 
Vice President, Experience, Search, and Platforms 
eBay Marketplaces 
hugh.williams@ebay.com 
@hughewilliams 
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every 
49 minutes 
a Ford Mustang  
is sold 

every 
5 seconds 
a cell phone  
is sold 

every 
6 seconds 
a pair of shoes  
is sold 
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$68.6 !
billion!
in merchandise sold in 2011!



Active buyers and sellers 
worldwide 

Queries every day to the eBay 
search engine 

Live global listings 

108+ million 

250+ million  

350+ million 
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Of data in our Hadoop and Teradata 
clusters 

Page views each day 

Database calls each day 

20+ petabytes 

2 billion  

75 billion 
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EVEN OUR QUALITATIVE DATA IS BIG 

• Inline and other surveys to capture ratings and 
verbatims 

• Touch point NPS to capture promoter and detractor 
effects 

• Customer service data 
• User experience research studies to watch and learn 
from customers 

• Meeting, listening, and recording customer 
experiences 
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WHY IS BIG DATA 
TRANSFORMATIONAL? 
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BIG DATA IS TRANSFORMATIONAL 
• Big data informs on: 

– Patterns 
– Anomalies and outliers 
– Generalizations 
– Predictions 
– Relative performance 
– An holistic customer picture 

• Vast array of applications at eBay: 
– Product development, A/B testing, system performance, fraud 

and risk detection, purchase prediction, customer support, buyer 
demand, seller intelligence, financial performance, … 
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PATTERNS: QUERY REWRITES 
• In 2010, our search engine was very literal: it matched exactly what you 
typed 

• We’re on a journey to make it more intuitive, so it does a great job of 
understanding user intent and finding all of the relevant results 

• Idea: Mine our extreme data, look for patterns, and use these to map 
words in user queries to synonyms and structured data associated with 
items for sale at eBay 
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Query Rewrite 
Search 

User Query 

eBay Results 

Search Query 



PATTERNS: QUERY REWRITES … 

BIG DATA AT EBAY 11 



HOW DO BUYERS PURCHASE THE 
PILZLAMPE? 
• It turns out, they try one (or more) of a few things: 
– Type pilzlampe, and purchase 

– Type pilzlampe, … , pilz lampe, and purchase 

– Type pilzlampe, … , pilzlampen, and purchase 

– Type pilz lampen, … , pilzlampe, and purchase 

– … 
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PATTERNS: QUERY REWRITES … 
• From our big data mining: 
– We automatically discover that pilz lampe and pilzlampe are 

the same 

– We also discover that pilz and pilze are the same, and lampe 
and lampen are the same 

• From these patterns, we rewrite the user’s query pilzlampe as:  

pilzlampe OR “pilz lampe” OR “pilz lampen” OR pilzlampen 
OR “pilze lampe” OR pilzelampe OR “pilze lampen” OR 
pilzelampen 
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ARE QUERY REWRITES EASY? 
• Nothing is easy at scale 

– Incorrect strong signals: 

• CMU is not Central Michigan University 

– Colliding signals 
• Mariners is not the same as Marines 

– Context matters 
• Correcting Seattle Marines to Seattle Mariners is (generally) right 

• Jacksonville Jaguars is not Jacksonville in the Motors category 
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PREDICTION: ITEM QUALITY IN BEST 
MATCH 
• Our goal in search is to show the best matching items for each user’s 
query 

• We use tens of ranking factors to rank 

– Factors are drawn from item text, item images, seller information, 
buyer information, and behavioral big data 

• Factors are combined into a ranking function using a machine-learned 
ranking model 
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• One ranking factor we compute is item quality 
– The likelihood that an item will sell, and its likely selling price 
– Predictions are based on our vast data sets of item and seller performance 

• At listing time, we compute predicted item quality 
• As users interact with the item, we observe and learn its 
true quality 
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PREDICTION: ITEM QUALITY IN BEST 
MATCH 
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EVERY BIG DATA IDEA IS CHALLENGING 
TO BUILD AT SCALE 

• We often have more than six million item updates per hour 
– Log events flow from individual machines when the events occur  

– A listener cluster accumulates events 

– Events are sorted by their unique identifier 
– A queue of events is created by likely impact of the changes 

– We process queues and update the Best Match factors 
• Rinse, repeat frequently 
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TEST VS CONTROL EXPERIMENTATION 
• Divide customers into populations 
• One population is the control 

• One or more populations are the tests 

• Collect data from each population 
• Compute metrics from the data, including confidence intervals 

• Understand the results 
• Make decisions 
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A FLEXIBLE 
APPROACH 



ONE SIZE DOESN’T FIT ALL 
• There isn’t one solution for driving an organization with big data: 

– Hadoop is for: 
• Engineers, batch (asynchronous), map reduce (divide and conquer), 
unstructured, flexible problems 

– HBase is for: 
• Engineers, real-time, large data blob, unstructured, key lookup, flexible 
problems 

– Teradata (or another data warehousing solution) is for: 
• Analysts, real-time or batch, structured, flexible problems 

– Cassandra (or MongoDB or …) is for: 
• Engineers, real-time, smaller data blob, unstructured, key lookup, 
flexible problems 

– Some problems warrant specialized solutions 
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THE BIG DATA 
OUTLOOK 



SHOPPING IS 
CHANGING 

We are at an inflection point! 



TRADITIONAL BOUNDARIES  
HAVE BLURRED: 
Technology is  
fundamentally  
changing the way  
people shop 
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Online 
world 

Offline 
world 

Mobile 

In-store 
research Social 

Commerce 

Payments 

Mobile  
commerce 

Promotions  
& coupons 

Self-scanning & 
self-checkout 

Shopping 
lists 

Store 
location 

Loyalty 



IT’S JUST COMMERCE 
There’s no longer online and offline 
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Source: Forrester, Euromonitor and 
Economist Intelligence Unit 

Source: Forrester Source: Economist Intelligence Unit   

Yesterday Tomorrow Today 

“Commerce” 
2013 = $10T 

2008 = $325B 

Offline             Online             Web-influenced Offline 

Online 
4% 

Offline 
96% 

Online 
6% 

Offline 
Web-

influenced 
offline  
37% 

Online 
+ 

Offline 



THE PLAYING FIELD IS BEING LEVELED 
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Cost of entry is lower than ever, consumers are in the driver’s seat 

Sole  
proprietors 

Small and medium  
size businesses 

Large  
merchants 



THE BIG DATA OUTLOOK 
• Vastly more data, from: 

– New customers 
– New applications 
– Noisier applications 
– A widening landscape 
– Engineers and analysts creating derivatives 

• A new set of challenges: 
– Curation 
– Cleaning up 
– Documentation 
– Managing the user population 
– Stability and scalability of big data systems 
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Psstt… We’re hiring. Email: hugh.williams@ebay.com 
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Big Data 
Where Are We? 

Fisher CIO Leadership Hadoop Conference 
November 1, 2012 
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Category Maturity Life Cycle 
Where is Big Data Today? 

Emerging 
Market 

(pre-Tornado) Catch 
Next 
Wave 



Digital Disruptors 
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Digital Disrupters 

Catch 
Next 
Wave 
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Digital Disrupters vs. Digital Disruptees 

Catch 
Next 
Wave 



Technology Disruptions 
How Technology Enters the Mainstream 
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CHASM 

EARLY 
MARKET 

TORNADO 

BOWLING 
ALLEY 

MAIN 
STREET 



Impact of Category State on Company Power 
Business Model Adapts to Life Cycle Dynamics 

• Project orientation 
• Sell, Design, Build 
• Focus on performance 

 
• Solution orientation 
• Design, Sell, Build 
• Focus on performance/price 

 
• Product orientation 
• Design, Build, Sell 
• Focus on price/performance 

 
• Systems orientation 
• Build, Sell, Design 
• Focus on price/TCO 
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Genomics 
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Genomics 
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CHASM 

EARLY 
MARKET 

BOWLING 
ALLEY 

MAIN 
STREET 

TORNADO 



Digital Advertising: Real-Time Bidding 
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Digital Advertising: Real-Time Bidding 
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CHASM 

EARLY 
MARKET 

BOWLING 
ALLEY 

MAIN 
STREET 

TORNADO 



Digital Marketing 
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Digital Marketing 
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CHASM 

EARLY 
MARKET 

BOWLING 
ALLEY 

MAIN 
STREET 

TORNADO 



Algo Trading 
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Algo Trading 
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CHASM 

EARLY 
MARKET 

BOWLING 
ALLEY 

MAIN 
STREET 

TORNADO 



Fraud Detection 

16 



Fraud Detection 
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CHASM 

EARLY 
MARKET 

TORNADO 

BOWLING 
ALLEY 

MAIN 
STREET 



Loyalty Programs 
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Loyalty Programs 
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CHASM 

EARLY 
MARKET 

BOWLING 
ALLEY 

MAIN 
STREET 

TORNADO 



Brand Management 
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Brand Management 
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CHASM 

EARLY 
MARKET 

BOWLING 
ALLEY 

MAIN 
STREET 

TORNADO 



Smart Grid 
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Smart Grid 

23 

CHASM 

EARLY 
MARKET 

TORNADO 

BOWLING 
ALLEY 

MAIN 
STREET 



Internet of Things 
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Internet of Things 
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CHASM 

EARLY 
MARKET 

BOWLING 
ALLEY 

MAIN 
STREET 

TORNADO 



Key Takeaways 

• Project orientation 
• Sell, Design, Build 
• Focus on performance 

 
• Solution orientation 
• Design, Sell, Build 
• Focus on performance/price 

 
• Product orientation 
• Design, Build, Sell 
• Focus on price/performance 

 
• Systems orientation 
• Build, Sell, Design 
• Focus on price/TCO 
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• Four business 
models 
 

• Each fit for 
purpose 
 

• Match to market 
maturity 
 

• Match to your 
own crown 
jewels 
 



gmoore@geoffreyamoore.com 
 

twitter.com/geoffreyamoore   
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Big Data At Schwab 
- Nicholas Grabowski, Charles Schwab & Co. 

- Stephen Sorkin, Splunk Inc. 
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About Us 

• Founded in 1973 as a discount brokerage. 
• Grown to a full service financial services 

company: Brokerage, Banking, Investment 
Advisor Services, Retirement Planning, etc.  

• 13,700 employees. 

• Founded 2004, first software release in 2006 
• April 2012 IPO 
• 4,400 customers in 80+ countries, Over half of the 

Fortune 100 
• Major use cases: Application Management, 

Operations Management, Developers, Security, 
Business and Web Analytics 
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Why Big Data at Schwab?... To better serve our clients 

• Serving our clients means 
understanding what is happening to 
their transactions and assets at all 
times.  

• Our clients trust Schwab with: 
• Over 1.8 trillion in total assets. 
• Over 9 million accounts. 

The Schwab ecosystem: 
• Terabytes of log data per day. 
• Log collection and storage for multiple lines 

of business 
• Troubleshooting and cross system data 

mining abilities are critical. 
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Key Requirements 

Normalize log 
events, fields, and 

formats. 

Consolidate log 
data into central 

repository. 

Real time visibility 
into transactions. 

Serve our 
clients 
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World’s Digital Data Growing Exponentially 

Data 
Diversity 

Data 
Volume 

Traditional 
Tools 

Desired 
Time  

to Answer 

“ “ Big Data is the next frontier 
for innovation, competition, 
and productivity. 

Unstructured data 
accounts for more than 
90% of the digital 
universe 

“ “ 
McKinsey Global Institute 

IDC 2011 Digital Universe 
Study: Extracting Value from 

Chaos 
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Splunk Turns Machine Data into Real-time Insights 
Optimized for real-time, low latency and interactivity 

Any Machine Data Universal Collection Splunk Platform Operational 
Intelligence 
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New Approach to Analyzing Heterogeneous Data 

Universal  
Indexing 

Late Structure 
Binding 

Analysis and 
Visualization 

Rapid time-to-deploy: hours or days 

No data normalization 
Automatically handles 
timestamps 
Parsers not required 
Index every term and 
pattern “blindly” 
No attempt to “understand” 
up front 

Normalization as it’s 
needed 
Faster implementation 
Easy search language 
Multiple views into the 
same data 

Knowledge applied at 
search-time 
No brittle schema to work 
around 
Multiple views into the 
same data 
Find transactions, patterns 
and trends 
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...enable accurate searching and 
trending by time across all data: 

Automatic event 
boundary identification 

Automatic timestamp 
normalization 

Making Sense of Machine Data: Inside Universal Indexing 

Presenter
Presentation Notes
As I said earlier, we have no schema at index time.

When we index the data we do so at a very low level such that at search time we can derive and manipulate a schema on the fly.

Looking at the slide our indexing technology does a few things.
First we determine if its single-line or multiline-data – finding the boundaries of machine data is sometimes tricky.
Once we find the boundary, we then look for timestamps. We have 9 years of code that knows how to optimally find a timestamp in a stream of data. In hindsight, finding and interpreting timestamps is one of the hardest things we have had to do.
With the boundary and timestamp in hand we then tokenize the data down to a very low level. 
There are lots of proprietary tricks we do to index machine data. Machine data, unlike human data does not have sentence structure, punctuation, etc., so it’s hard to stem, but if you think about it, there are techniques that you use for knowing where terms are – things like ip addresses, colons, urls, etc., are all the machines’ equivalent to language structure. Over the years we have learned a ton about how to efficiently index the crap out of machine data
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“What is the average price of Pad Thai in Berkeley over the last 6 
months as a chart broken out by zip code?” 

“pad thai” “Berkeley” | timechart avg(price) by zipcode 

“pad thai” “Berkeley” sourcetype=menu | timechart avg(price) by zipcode 

“pad thai”  earliest=-3m | stats max(price) by restaurant 

Splunk’s Search: Ask Any Question 

Presenter
Presentation Notes
Splunk search language is based on a piping model.

Lets take a simple example.
Suppose in Google I could ask “what is the average price of pad-thai in NYC over last 6 months charted by zipcode”
Well in google that would be tricky, but that is exactly what splunk does without any prior schema knowledge.

The way it would work.
First splunk would search for term Pad-thai.
Then we’d look for either a geo-location data for NYC or the text New York.
Our schema on the fly would try to extract prices ( bit of a hand wave on how we’d do that ).
As well would look for a zip code.
Then we’d pipe it to a command called timechart avg(price) by zipcode


As splunk streams back search results we automatically detect the schema by looking at the data for what looks like key value pairs.
If we don’t automatically find it you can easily explain to splunk what is a value.

Our search language as sandra showed in the prior screen works by pipeling results through what we call commands. It works like bash or powershell if you are familiar.
For example search for something that has the term “clientip” which will immediate start to stream all events with that key.
I can then pipe it | top clientIP which will take the raw results and build a table of top client ips.

You can chain as many of these commands together and even easily write your own to transform the data as you wish.�There are 100 or so commands.
A ton of stats commands
But then a ton of cool and fun ones such as pipe to transaction, anomaly, cluster, outlier, etc.
If nothing else its fun to load some data and pipe it to cluster – you can learn a lot in a few minutes.
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Lots of random “hypothetical examples” from our Mugs 

Splunk’s Search Processing Language 

Presenter
Presentation Notes
Here are a few hypothetical examples off a our coffee mug.
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Solution: Enterprise Logging Initiative (ELI) and Splunk 

ELI 

• Real time collection of data 
• Centralized collection and storage 
• Democratizes logs - searching all 

machine data via a single web 
interface 

• Stores large volumes of data  
(10s of Terabytes for Schwab) 

• Format agnostic 

• Provides long term storage via 
Hadoop 

• Specifies log events, format, 
fields, and format 

• Provides Splunk to Hadoop 
integration 

Key Requirements : Correlation, Normalization, Visibility, and Centralization 
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Mobile 

Feature Launch Analysis & 
Behavior Tracking 

 
A Big Data demo at Schwab. 
 
 
Mobile Check Deposit 
 
- Tracking success. 
- Not all deposit attempts succeed.  

Why not? 
- How do clients learn over time? 
- What can we do to help clients? 

 
 

 
 
 
 

Enterprise Logging Initiative & Splunk in Action 
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Enterprise Logging Initiative & Splunk in Action 

Mobile 

Logs 

Rep App 

Logs 

Splunk 

400 million events per day. 
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What did we learn from Splunk? 

Tracking success of the Mobile Check Deposit. 

• About 85% of clients succeed on first attempt. 

• Within first 10 days 98+% of clients succeed. 

Not all deposit attempts succeed.  Why not? 

• Image reading is the most common mishap. 
• blurry image, check not in image, etc. 

How do clients learn over time? 

• With the help of customer service or through trial and error, they figure it out.  
98+% 

What can we do to help our clients? 

• Reach out to them directly. 

• Note their account incase they call us. 
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How Schwab Uses Splunk 

Operational 
monitoring 

Application 
debugging 

Feature analysis Behavior tracking KPI reporting 

“There is a production 
outage!” 

“What caused the 
production outage?” 

“How did mobile check 
deposit do?” 

“How do reps behave 
during market storm 

events?” 

“Are trades increasing or 
decreasing?  Is site 

performance improving?” 



Splunk at Schwab by the Numbers 

2,000+  
Servers 

20+  
Applications 

500GB+  
Data per Day 

30+  
Dashboards 

90TB 
Splunk Capacity 

250GB+ 

100s  
Users per Day 

Data Archived to Hadoop  
per Day for Long-term Storage  

45 
Splunk servers 



Questions 



Big Data Ecosystem @ LinkedIn 

LinkedIn Confidential ©2012 All Rights Reserved 



Outline 

 LinkedIn Overview 
 Why Data is important 
 Big-Data Ecosystem 
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• LinkedIn is the world's largest professional 
network at 175M members and growing, with a 
vision of connecting talent with opportunity at 
massive scale for the world's 640M professionals.   

 
 
• We have a selection of data driven products. 
    - Recruiter (Hiring Solutions) 
    - Premium Subscriptions 
    - Marketing Solutions 
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On-Line systems (Oracle) 
Data Size: 150 TB 
Growth month-over-month (approx): 10TB 
Queries Per Sec : 150K qps 
 
Offline (TD + Hadoop)   
 
Teradata 
Data Size approx: 300TB 
Daily Data Load: 2.5 TB 
Growth month-over-month (approx): 30TB 
 
Hadoop  
Total Size approx : 15 PB of raw storage, 5 PB of usable storage 
Total # of (grids) clusters: 9 
Total # machines  : 5000 
Total Jobs per day: 20K  
Internal Users: 550 
Dedicated Dev & Ops team 
 
 
 

Some Data Stats….. 
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• 1TB of compressed data written to local ‘Kafka’ clusters per 

day. Compression ratio is about 3x. This data is replicated to 
out of the local colo to create global feeds for Data Warehouse 
and live consumers  

…………so what is actually sent over the wire is ~2x 
 

• We ETL around 1.5 TB (similar compression ratio) into Hadoop 
and less than that into Teradata. This is the above Kafka data 
plus database dumps. 
 

 

What does this translate to …. 
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Mission: Connect the world's 
professionals to make them more 
productive and successful. 
 
Vision: Create economic opportunity for 
every Professional in the world 
 
We must leverage this mountain of data 
to fulfill the mission & vision of the 
company….  
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Outline 

 LinkedIn Overview 
 Why Data is important 
 Big-Data Ecosystem 
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1. Building Enterprise and User-facing Products 

1. Business analytics (e.g., growth, forecasting) 
2. Sales analytics (e.g., customer segmentation, targeting) 
3. Marketing (e.g., campaigns) 
4. Talent Connect (Best candidate for job and vice versa) 
5. Data insights for Customers (e.g.. Career site analytics) 

 
2. Measuring and Iterating on Products  

1. On-line: Experimentation (we run ~1000 experiments on the 
site daily, based on data/analytics) 

2. Off-line: Product analytics (e.g., what is working, what is not) 
 

3. Running the Site  
1. Engineering/Operations/Security metrics (real-time 

monitoring/alerting for site failures, fraud/abuse) 
 

4. Data Discovery (given the aggregation and the ability to slice/dice 
in many ways, we can answer questions no one can)  

  Data and Infrastructure Drivers 
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 Our members come first – they are the most 
important asset for LinkedIn! 
 

 
 They provide profile data, professional 

graph/connection data and activity stream data.  
 
 

With this data, we can answer questions that no 
one else can answer 
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A Sampling of Our Data Driven Products 

Pandora Search for People 

Events You 
May Be 
Interested In 

Groups browse maps 

LinkedIn Confidential ©2012 All Rights Reserved                           10 

Presenter
Presentation Notes
We have recommendation solutions for everyone, for individuals, recruiters and advertisers
 In our view, recommendations are ubiquitous and they permeate the whole site.



COMPANIES 
 
Recruiting  
Identify, target and 
hire the best new 
talent – early! 
 
Marketing 
Reach students at 
important 
milestones, target by  
education 
 
Partnerships  
Extend value of 
systems in higher 
education 
 
 
 
 

COLLEGES 
 

Career Outcomes 
Outcome data for 

marketing, rankings, 
reporting 

 
Admissions 

Identify and attract the 
best students – show 
success of  programs  

 
Alumni Offices 

Engage alumni for gifts, 
relations 

 
Career Centers  

Help students land 
good jobs  

 
Community 

 
Career 

Identity 
 

Insights 
 

Students 
 Find opportunities.  

Best fit for me. 

Informed decisions to 
help me succeed. 

Parents  
Best fit for child. Return on investment. leverage 
their connections, nudge, nudge… 

Alumni  
Maintain network, leverage insights, return on 

investment  

Students + Colleges + Companies + Linkedin:  
A win-win-win-win based on data & network 

LinkedIn Confidential ©2012 All Rights Reserved                            
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Presenter
Presentation Notes
Students
 Powerful discovery (and execution) engine for colleges, careers
 Level the playing field for more students to achieve goals
 Kick start building a foundation for the future
Colleges
 Lifetime tracking for alumni relations and development offices
 Objective data to “enter conversation” with college ranking mafia
 Better student placement (drives better rankings, better students)
Employers
 Level playing field for more companies to access top new talent
 Improve career services & campus recruiting options
 Grads come better prepped (and supported) to succeed at work




What does Big-Data mean at LinkedIn 

 Platform and solutions that  
o Enable scaling with data complexity 
o Simplify the data continuum across online, near-line 

and offline   
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Outline 

 LinkedIn Overview 
 Why Data is important 
 Big-Data Ecosystem 
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Big Data at LinkedIn 

LinkedIn Confidential ©2012 All Rights Reserved 

* Chart from Philip Russom- Research Director: TDWI 
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Presenter
Presentation Notes
Volume – Generally large – in several TB’s – sometimes in PB

Variety – 80% of the data is unstructured, Growing at 15 time the rate of growth of structured data,,

Velocity - 



LinkedIn Data Infrastructure: Three-Phase Abstraction 

LinkedIn Confidential ©2012 All Rights Reserved 

Users Online Data 
Infra 

Near-Line  
Infra 

Application Offline 
Data Infra 

Infrastructure Latency & Freshness Requirements Products 

Online Activity that should be reflected immediately 
• Member Profiles 
• Company Profiles 
• Connections 

• Messages  
• Endorsements 
• Skills 

 

Near-Line Activity that should be reflected soon 
• Activity Streams 
• Profile Standardization 
• News 

• Recommendations 
• Search 
• Messages 

Offline Activity that can be reflected later 
• People You May Know 
• Connection Strength 
• News 

 

• Recommendations 
• Next best idea… 
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Presenter
Presentation Notes
Transition needs to be good

Products => data infrastructure requirements in previous slide

All products don’t make the same latency and freshness requirements from our data infrastructure

The way we bucketize this is….

News and recommendations show up in both nearline and offline



LinkedIn Data Infrastructure: Sample Stack 

 
 

Infra challenges  in 3-phase 
ecosystem are diverse, 
complex and specific 

Some off-the-shelf. 
Significant investment in 
home-grown, deep  and 

interesting platforms 
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LinkedIn Data Infrastructure: Data Stores 
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Users Online Data 
Infra 

Near-Line  
Infra 

Application Offline 
Data Infra 

Systems Capabilities 

 Transactions 
 Rich structures (e.g. indexes) 
 Change capture capability 
 Key value / document storage 

 

Voldemort 
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Presenter
Presentation Notes
“Online data infra initially consisted of just Oracle and MySQL.
As we reached scaling and agility limits with the RDBMS models, we branched out and built an eventually consistent key-value store called Voldemort.
Allows us to scale out very easily and as you will see in PYMK, helped us build content serving. But it  limits our data model choices. 
Over the last year and a half, we’ve been building and launching Espresso which aims
to bridge the gap between the full RDBMS model and the scale-out key-value store model.
It supports limited transactions, secondary indexes and consistent change capture with a hierarchical key-document data model.
We’ve published papers in ICDE and FAST this year that talk about these systems."




LinkedIn Data Infrastructure: Specialized Indexes 
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Users Online Data 
Infra 

Near-Line  
Infra 

Application Offline 
Data Infra 

Systems Capabilities 

 Search platform 

 Distributed graph engine 
Zoie Bobo Sensei 

GraphDB 
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Presenter
Presentation Notes
"LinkedIn's data and its connections graph are its most valuable assets. 
We've specialized and built search solutions that can handle real-time changes, provide drill-down or faceting capabilities in a distributed platform. The trio of Zoie, Bobo and Sensei give us exactly that. 
Similarly, showing the degree of separation of a member relative to the viewer has always been a LinkedIn trait. This necessitated the development of a graph engine which we internally call GraphDB, which allows us to compute distance and other path queries between nodes on the LinkedIn graph online within a few milliseconds."



LinkedIn Data Infrastructure: Pipelines 
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Users Online Data 
Infra 

Near-Line  
Infra 

Application Offline 
Data Infra 

Systems Capabilities 

 Messaging for site events, monitoring 
 High throughput 

 Change data capture stream 
 Reliable, consistent, low latency pipe 
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Presenter
Presentation Notes
Stores and Indexes aren't much use if you don't have data flowing consistently between them. To that end, we've built two data pipelines, Databus and Kafka. Kafka is used for transporting site events and monitoring data. It is a super-high throughput system with low latency. Databus has been built to extract changes happening to source of truth systems like Oracle and MySQL and transporting them downstream in a reliable way with very low latency while retaining transactional consistency guarantees of the source. The combination of these two pipelines ensures that data that flows through our ecosystem is structured, clean and accessible everywhere. Both these projects were built in-house at LinkedIn to fill gaps in existing open-source software to handle the scale and correctness guarantees that we needed. Kafka is an open-source project under the Apache incubator program, and we intend to open-source Databus very soon.



LinkedIn Data Infrastructure: Off-line Analysis 
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Users Online Data 
Infra 

Near-Line  
Infra 

Application Offline 
Data Infra 

Systems Capabilities 

 ML, Ranking, Relevance  
 Insights and Analytics 
 ETL, Metadata and Pipes 
 Business Source of Truth  
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Presenter
Presentation Notes
Our offline data infrastructure stack has the least amount of ground-up new infrastructure that we have built in-house. We use Hadoop for Machine learning, ranking, relevance and free-form analytics and Teradata for more classical warehousing and analytics. Since we needed a good workflow manager on Hadoop, and there wasn't one available at the time, we built Azkaban which is used at LinkedIn to manage and schedule all the workflows on the production Hadoop clusters. 

This is a significant area of investment for us: 
(a) how to use H + T seamlessly for reporting, 
Insights and even ad-hoc queries 
(b) ETL (metadata management, workflow, scheduling, reporting tools, …) work across H + T
© H is where our historical data will live and building ad-hoc and OLAP-ish query engines on top of it is part of our future roadmap



LinkedIn Data Infrastructure: Cluster Management 

LinkedIn Confidential ©2012 All Rights Reserved 

Users Online Data 
Infra 

Near-Line  
Infra 

Application Offline 
Data Infra 

Systems Capabilities 
 Generic framework for building distributed systems 
 Declarative model of cluster management Primitives 
 Encapsulates multiple shard-management logic 

(Assignment of Master-Slave, Elasticity and Rebalancing, 
Fault Tolerance and Recovery)  

 Leverage: Used in Search, Databus, Espresso 
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Presenter
Presentation Notes
Every company goes through a few waves of building and re-building its infrastructure. I would say that LinkedIn is in its third such cycle. In this cycle, we are trying to look for patterns where we have overspecialized in the past, and trying to create building blocks that can be leveraged across multiple distributed data systems. The first such building block is Helix, a framework for distributed systems development; focusing primarily on Cluster Management. Helix was recently published and presented at SOCC this year. 
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Helix 
Generic Cluster Manager  
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• First there was horizontal distribution of the data (e.g., sharding 
in Oracle) 

 
• Next there was horizontal distribution of the computation (e.g., 

GFS, Hadoop, Map-reduce) 
 
• What is next? Data1, Data2, ….Data n  fed into computation 

engineA, computation engineB, … Computation engine n in real-
time (holy grail) 

 
• Why is this important: the nature of the data has changed with 

use models on the Internet, including social/professional media, 
mobile computing, cloud computing 

 
• More than ever we need to derive useful signals from the 

noise and clutter of information at speed and scale  
     (“ Hyper-cube”) 

Simpleton History of Data and Computing 
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Web 3.0 – It’s all about data!! 
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